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ABSTRACT
Serverless data analytics generate a large amount of intermediate
data during computation stages. However, serverless functions,
which are short-lived and lack direct communication, face signifi-
cant challenges in managing this data effectively. The traditional
approach of using object storage to carry the data proves to be
slow and costly, as it involves constant movement of data back and
forth. Although specialized ephemeral storage solutions have been
developed to address this issue, they fail to tackle the fundamen-
tal challenge of minimizing data movements. This work focuses
on incorporating near-data computation into an ephemeral stor-
age system to reduce the volume of transferred data in serverless
analytics. We present Glider with the aim to enhance communica-
tion between serverless compute stages, allowing data to smoothly
"glide" through the processing pipeline instead of bouncing be-
tween different services. Glider achieves this by leveraging stateful
near-data execution of complex data-bound operations and an ef-
ficient I/O streaming interface. Under evaluation, it reduces data
transfers by up to 99.7%, improves storage utilization by up to
99.8%, and enhances performance by up to 2.7×. In sum, Glider
improves serverless data analytics by optimizing data movement,
streamlining processing, and avoiding redundant transfers.
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1 INTRODUCTION
Serverless analytics rely on fleets of functions (FaaS) to handle data
processing workloads [16, 17, 22]. However, these functions are
stateless, short-lived, and cannot communicate directly with each
other. To coordinate multi-stage jobs, FaaS must resort to external
solutions to handle large volumes of intermediate data. This is a
well-known issue [20, 27, 33, 37] product of a data-shipping archi-
tecture, which causes heavy data traffic, strains the network, and
often becomes a bottleneck, especially on the limited bandwidth of
FaaS [26, 44]. Moreover, due to the limited resources of functions,
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jobs may require further partitioning and additional stages, increas-
ing intermediate data and challenging its effective management.

A solution to the problem of serverless data-shipping is still not
available on cloud platforms. Although optimizations of the storage
technology [27, 33, 37] (such as faster in-memory stores, smart par-
titioning, or specialized ephemeral stores) have been explored, they
fail to address the fundamental issue, namely the long-distance
transfers of large data. Some approaches have explored data lo-
cality [2, 40] and various forms of caching data within the FaaS
platform [31, 35, 41, 47]. However, these approaches require modi-
fications to the platform (which hinders the qualities of FaaS) and
are limited to handling small amounts of data.

Near-data processing (NDP) is a common solution for reducing
data movement by executing logic on hardware accelerators embed-
ded in disks [1] or NICs [13, 14]. On a systems level, active storage
addresses data-shipping in cluster computing by performing op-
erations on object storage nodes that intercept data accesses [30],
achieving impressive reductions in data ingestion [19]. However,
this approach is not feasible in the cloud due to resource contention
and isolation challenges in multi-tenant setups [11, 36].

To overcome the challenges of inter-stage communication in
serverless analytics, we introduce Glider, a novel ephemeral stor-
age service for the cloud that incorporates serverless ephemeral
near-data computation. Glider is designed as a companion to FaaS,
enabling complex data connections between functions engaged in
big data analytics. To communicate intermediate (ephemeral) data,
it makes sense to also employ ephemeral operations that transform
it along the way. To the best of our knowledge, Glider is the first so-
lution to integrate ephemeral computation into ephemeral storage.
To achieve this, Glider introduces storage actions, which encapsulate
stateful computation as full-fledge storage elements (i.e., at the level
of files in a file system). This enables them to handle complex data-
bound operations like aggregates or shuffles. Additionally, actions
provide an I/O streaming interface crucial for data streamlining
and efficient resource utilization in serverless functions. In essence,
Glider not only enables data streaming between function groups
or stages but also allows for in-line data transformation with com-
plex arbitrary patterns, eliminating the need for redundant data
transfers. We evaluate Glider on various applications, including
a large-scale genomics job with over 700 serverless functions. In
them, Glider reduces intermediate data transfers by up to 99.7%,
storage accesses by up to 50%, and overall storage utilization by up
to 99.8%. Glider is open-source and available online [18].

In summary, this work makes the following contributions:
• We present Glider, the first system to combine ephemeral
computation and ephemeral storage for serverless analytics.

• We propose storage actions, an encapsulation for near-data
ephemeral stateful computation.
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Figure 1: Architectural approaches to data-shipping. See §8 for an extended discussion.

• We implement Glider and show reductions in intermediate
data transfers (99.7%), storage accesses (50%) and utilization
(99.8%) for serverless data processing jobs.

2 BACKGROUND AND MOTIVATION
2.1 Serverless and temporary data
Most data transferred in analytics workloads is temporary. That is,
the intra-job data created, handled, or consumed during processing
are, thus, not relevant after the job completes. In other words,
temporary data is short-lived and easy to regenerate. Efficiently
handling temporary data requires a dedicated solution that correctly
handles its peculiarities. For instance, the variability in size and
access patterns need a versatile system that embraces it. This kind
of specialized stores exist in cluster computing [42].

In serverless analytics, handling temporary data is challenging.
Cluster solutions may keep intermediate data in memory across
compute stages or directly transfer it between workers. Unfortu-
nately, FaaS functions preclude these methods due to their transient
nature and inability to communicate directly. Instead, functions are
forced to ship data through remote storage.

The common choice to relay this data is object storage, which is
too slow for some types of temporary data [23, 42]. Faster storage
solutions are not available as cloud-managed serverless services.
In fact, achieving serverless properties for high-performance (in-
memory) stores is not trivial. One recurrent problem in this en-
deavor is fine-grained elasticity of in-memory stateful elements;
an open research topic [25, 27, 41]. Nonetheless, serverless data
processing poses important challenges that cannot be solved with
just faster storage. The fundamental issue is the constant movement
of temporary data between FaaS and the storage service, which is
a by-product of a data-shipping architecture.

2.2 Data-shipping in serverless
Data-shipping (repetitive transfers between compute and storage)
has presence in the literature due to the pressure it exerts on the
network. The peculiarities of FaaS (limited memory and compute
power, short lifespan, small bandwidth, etc.) increase data transfers
and their cost [20], resulting in sub-par performance for applica-
tions. Figure 1 illustrates different approaches to this problem.

First, several works [22, 33, 37] optimize data dependencies with
faster stores and intelligent data partitioning models to achieve the
best cost to performance tradeoff (a in Figure 1). Still, they fail to

reduce the amount of transfers and thus suffer the performance
and financial costs of shipping lots of data.

In light of this, other projects decide to fully combine a FaaS
platform and a store (b in Figure 1). Works range from functions
sharing memory [2, 40] to FaaS platforms implemented on top of
cache stores [31, 35, 41, 47]. Unfortunately, this model does not
work well for data processing jobs. Literature shows that compute
and storage tiers must be disaggregated and isolated to correctly
scale them to their distinct demands and avoid contention [11, 36].

A solution to data-shipping is to ship code to data instead: offload
tasks to the storage system to minimize the amount of data trans-
ferred between clusters (c in Figure 1). Active storage [19, 30, 36]
exhibits impressive improvements for cluster data ingestion, but
it only supports object stores, which are unfit for ephemeral data
(§2.1). Also, it is not applied in multi-tenant settings due to the
difficulty to scale compute and durable storage jointly and avoid
performance interference [11, 36]. Therefore, the solutions are lim-
ited to a layer of stateless data access interception. Ephemeral data
stores, in contrast, are more elastic since they avoid data redistri-
bution when scaling the system thanks to its transient nature [42].
This enables currently unexplored ways to integrate computation
within a storage system that are more akin to serverless, such as
having both elements independently grow or shrink to the demand
of multiple jobs or tenants and linking them in a single storage
namespace (beyond interception). Further, it creates a unique po-
tential for new types of near-data computation (such as stateful
operations) and new challenges that we discuss shortly (§2.4).

2.3 An overview of Glider
By combining past knowledge on temporary data, its presence
in serverless analytics, and the problem of data-shipping, this pa-
per presents Glider. Glider explores a new approach to face data-
shipping of serverless intermediate data. We observe that the FaaS
platform (where the heavy computation occurs) must remain un-
altered to conserve its properties (e.g., serverless functions must
be able to spawn and expire without depending on stateful com-
ponents) [22, 23]. Hence, to connect compute stages requires spe-
cialized remote storage. Our key principle is that, consequently, to
reduce data movement, we must ship code to storage instead.

Glider defines a novel service model for ephemeral computa-
tional storage. Understanding that temporary data needs a special-
ized ephemeral store [27], Glider expands this idea by including
ephemeral computation within it (Figure 1 d). Data and compute
populate the same system and may enjoy better links or co-location,
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but they remain isolated and are managed independently. Since
ephemeral data and computation are short-lived and easily regen-
erated, it is easy to allocate and remove them from the system,
which allows system elasticity by the join and leave of resources
without redistribution [27]. Near-data computation allows to run
data-bound operations with low access overhead and to minimize
both, the necessary connections from serverless functions to storage
and the amount of data they transmit. Thanks to this, our solution
lets the data “glide” through the computation pipeline, meaning
that data is transformed (advances processing) with every transfer,
instead of jumping back and forth between services.

2.4 Challenges
We study the following challenges in facing data-shipping of server-
less intermediate data with an ephemeral computational storage.

Synergize compute and storage. Running computation within the
storage tier is tricky, especially in a multi-tenant service. If the
compute operations grow uncontrolled on storage resources, they
create contention and highly impact performance for basic storage
operations and other users [11, 36]. A closed library of storage
operations may enable such control, but pushing meaningful opera-
tions to storage requires allowing users to define them in arbitrary
code. Additionally, in a serverless system, the expected fine-grained
elasticity restricts how resources may be managed.

Stateful computation. Serverless analytics stages communicate
in complex patterns that suppose huge data transfers with current
solutions. Active storage intercepts data accesses with processors
that are anonymous and stateless. This is not enough. First, multiple
accesses to the same data trigger duplicate computations and waste
resources. But more importantly, stateless processors fail to reduce
data transfer in complex patterns such as aggregations or shuffles.
A simple word count requires multiple tasks to send partial counts
to storage and another stage that reads them all to complete the
counting. All data is transferred twice without alteration. Stateful
processors solve these patterns easily by allowing to connect to the
same processor multiple times. For instance, a processor may hold
a counter that aggregates the partial word counts of multiple tasks
and thus provide the final counting with a single data transfer.

Large intermediate data. Intermediate data in data processing
workloads may be very large, such as when shuffling in MapReduce
jobs, and thus very hard to handle correctly. For instance, tradi-
tional in-memory caches are not prepared to support large amounts
of data. For this reason, there exist specialized systems to support
temporary data efficiently [42]. Again, this is especially relevant
for serverless computing. On one hand, resource limitations pro-
hibit workers to load big files entirely. On the other hand, their
often-limited network burdens them with long transmission times.
Similarly, ephemeral near-data computation must also handle large
data effectively to remain lightweight and easy to manage.

Relevant considerations. For temporary data, usual storage fea-
tures such as durability and fault-tolerance are not a priority [42].
Durability is mostly irrelevant for short-lived data. Fault-tolerance
is often implemented at the level of the compute framework (e.g.,
a function orchestrator in serverless). Thus, although generally

useful for storage, its management hindrances and overheads are
hard to justify for ephemeral data.

Two projects in the literature propose serverless ephemeral stor-
age systems. Pocket [27] builds automatic scaling and multi-tenant
management into an ephemeral storage solution with serverless in
mind. Its evaluation shows huge improvements for storing interme-
diate data against existing storage solutions in the cloud. Jiffy [25]
designs a scalable remote memory for serverless functions to use as
a shared space that grows and shrinks on demand. Glider is orthog-
onal to these projects and it may benefit from their contributions
on dynamic elasticity and multi-tenancy. However, they do not
address the problems derived from data-shipping. Therefore, here
we focus on the novel challenges presented before.

3 GLIDER
We present Glider, a novel serverless service model for ephemeral
computational storage. In essence, Glider is a storage system for
large temporary data with capacity for ephemeral computation
within it. The goal is to exploit the synergy of both elements to-
gether to counteract the issues of data-shipping in serverless data
processing workloads. To that end, Glider allows to reduce (i) the
amount of data transferred (bytes through network), (ii) the number
of transfers (storage accesses), and (iii) storage utilization (stored
data). To wit, Glider is conceived as a companion to serverless com-
puting (FaaS) services that allows data to smoothly “glide” through
the different computation stages. Specifically, its near-data compu-
tation allows to streamline data processing between the compute
and storage systems and, thus, avoid transferring back and forth
the same data multiple times.

As described previously, the challenges of Glider include an effec-
tive integration of compute and storage, the necessity of ephemeral
computation to be flexible and stateful, and the imperative of a
practical interface to handle large data. Therefore, Glider defines
storage actions to encapsulate computation with three key prop-
erties: (i) they are integrated as addressable storage elements in the
namespace; (ii) they are defined as arbitrary objects with stateful
logic; and (iii) they offer a common streaming I/O interface.

Near-data computation. Glider organizes the ephemeral storage
with namespaces, a logical structure of storage elements (e.g., files
or directories). Storage actions are integrated as a type of storage
element. In particular, actions have a name or identifier, and appli-
cations use it to directly read or write on an action, or to organize
them in the namespace. Actions are automatically managed and
distributed by the system in the same way as other elements. This
simplifies its usage, interaction, and management.

Glider solves resource interference with storage spaces. A storage
space is a set of isolated resources that contributes a certain amount
and type of storage capacity to a specific namespace. Some storage
spaces contribute data capacity, while others compute capacity. This
brings two important benefits. First, the capacity of each namespace
is dynamic and adapts to demand through the joining and leaving
of storage spaces, providing fine-grained resource scaling. Second,
compute and data elements coexist for improved synergy while
isolated to improve management and avoid contention.
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Arbitrary stateful code. Actions trigger a computation whenever
they are accessed. This computation is defined by arbitrary, user-
provided code that processes the data in and out. Thanks to being
part of the storage namespace, actions are stateful and may be
directly addressed multiple times. In consequence, an operation
on an action may depend on the results of a previous one, which
makes them great for aggregating or caching data, among many
other uses. Like any other element in Glider, actions are ephemeral,
as they represent intermediate data connections, and should not
hold long term data.

I/O streams. Consuming and producing data in small chunks
is key to process large data in small-sized workers like serverless
functions. Therefore, Glider defines a stream-based I/O interface
for all storage elements, including actions, that workers can handle
with a small memory footprint. For actions, this adds extra benefits.
A worker-action stream allows parallel processing at both ends in a
simple and straightforward way to improve the overall performance
and storage utilization (e.g., with filters or aggregations).1

3.1 What code should we ship?
When offloading computation to storage, which tasks are “appropri-
ate”? Essentially, the objective is to reduce the amount of network
data transfers. Also, we may argue that offloaded tasks should be
lightweight and transient to ease integration into storage. With this
in mind, we identify two types of computation: compute-bound
and data-bound tasks. Compute-bound tasks truly shine in the ded-
icated compute tier, where they may be freely scaled, and would
suffer from being attached to storage. Examples of these tasks are
those that perform number crunching and heavy mathematical
computations like matrix operations or ML training. In contrast,
data-bound tasks are the ones that benefit most from near data
computation and have a direct effect on data transfers. These are
data management tasks. Therefore, it makes sense to offload data-
bound computations to storage, while we should never do so with
compute-bound tasks. In the case of data-bound tasks, traditional
active storage only supports stateless tasks such as data filtering,
transformation, or simple queries. Storage actions are stateful and
may host complex data-bound operations such as aggregations,
data shuffling, indexing, or interactive queries.

3.2 Using storage actions
The Glider model2 is, in essence, that of a common cloud-managed
storage service. Users manage their storage namespace, where they
add or remove elements in a structure. Applications only interact
with storage elements, which have typical access operations for
reading, writing, or removing them (e.g., CRUD). Storage spaces are
managed by the service, never by users. However, a cloud vendor
must put some limitations to efficiently manage them. To this end,
a service may allow users to configure some parameters (e.g., size,
compute power, timeout) to adjust spaces and the service behavior
for a specific namespace.

To use storage actions, programmers should first code its logic
by following an interface. The interface defines a set of functions
1The cloud has adopted this idea recently with a similar objective [4, 5].
2Here we provide an overview of how to interact with the Glider service model. Details
of our concrete implementation are provided later (§6).

that the developer may implement as desired. Each of these code
elements will run for different operations performed on the action.
The main operations are reading and writing, for which the appli-
cation utilizes I/O streams. Action definitions (the code) must be
deployed into the service. This procedure is similar to deploying a
function in a FaaS platform. Users upload a package and register
each action so that they may reference them later for instantiation.
The service may also allow certain action configuration parameters.
Actions are instantiated as any other storage element. Applications
must provide an identifier within the storage namespace and a ref-
erence to the action definition to instantiate. Likewise, they may get
references to existing actions through their identifier. The reference
may be used to delete the action or perform data operations by
obtaining an I/O stream.

4 SYSTEM DESIGN
To evaluate the Glider model, we first define a concrete system
design by extending a multi-tiered, high-performance ephemeral
storage architecture: the NodeKernel [42]. We choose NodeKer-
nel because it is extensible and specialized for ephemeral data. Its
design may easily be expanded for managing multi-tenant deploy-
ments and allows to grow and handle resources elastically at fine
granularity [27]. This makes it a great substrate for a serverless
service.

With Glider, we integrate into NodeKernel the concept of storage
actions (i.e., ephemeral near-data computation, arbitrary stateful
logic, and I/O streams), which add multiple desireable benefits for
serverless data processing applications. Near-data computation
reduces the problems derived from a data-shipping architecture. Its
statefulness allows to redistribute computation for more efficient
pipelines. And the I/O interface allows to process large data with
modest-sized workers and parallelize execution.

4.1 NodeKernel in brief
NodeKernel [42] is a state-of-the-art storage architecture special-
ized on temporary data in data processing workloads. We summa-
rize its key components as a baseline for Glider’s contributions:

Storage semantics. The high-level storage semantics are provided
as data “nodes” and organized in a hierarchical namespace. Nodes
are defined as specialized data types implementing a common inter-
face with basic operations to handle data (e.g., read and write) or
structure (e.g., getPath and addChild). Each node may hold data
of arbitrary size. The general organization is managed by a shared
storage kernel, which is responsible for allocating storage resources
for nodes, handling the hierarchical namespace, and implement-
ing data access operations. Applications connect to the kernel to
create, look up, remove, and attach or fetch data to/from nodes. To
identify nodes within the storage hierarchy, they are given path
names similarly to a file system. Data nodes are extensible and may
provide different specialized data access semantics.3

System architecture. NodeKernel manages data in a set of meta-
data and storage servers. Internally, data is handled in blocks. A
block is a fixed sequence of bytes residing in a storage server. The

3NodeKernel defines five custom node types that semantically represent data (File
and KeyValue), containers (Directory and Table), or specialized structures (Bag).
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nodes in the storage hierarchy present their data as a byte stream
that abstracts a sequence of blocks. The metadata servers4 adminis-
ter the hierarchical namespace and the fleet of blocks. The storage
servers allocate storage blocks and register them on a metadata
server. The metadata servers maintain a list of free and used blocks
(and their mapping to storage servers) and assign them to nodes as
needed. This way, data is distributed across the cluster. To perform
data operations, clients first contact a metadata server, and it replies
with the location of the storage block(s) affected by the operation.
The client then uses this information to perform the operation on
the appropriate storage server(s). Structure operations are directly
executed at the metadata server.

To accommodate for different types and sizes of data, NodeKernel
supports a tiered storage design. Each storage server implements
a type of storage (such as DRAM, NVMe, or HDD) that it uses to
allocate its blocks. Storage servers are deployed as logical entities
encapsulating a set of resources, which allows them to exploit the
different hardware in the same physical or virtual machine but
manage them separately. When a storage server joins the system,
it is registered into one, and only one, storage class. Storage classes
allow to group storage servers and create relations between them
as users find appropriate. Typically, a storage class could represent
a concrete technology, so that we may have a preferred DRAM tier
that falls back to an NVMe tier when full. This freedom is key for
temporary data that may have disperse requirements.

4.2 Storage actions
Glider adds storage actions to NodeKernel to achieve ephemeral
near-data computation. A storage action is a new storage element
that encapsulates a user-provided stateful computation with a
stream I/O interface. Towards this integration, we first identify
storage spaces within the NodeKernel architecture. Then, we add
two components to support actions: a new node type and a new
storage server type. This also requires new logic in the metadata
server and the necessary client tools to create and operate actions.

Near-data computation. Glider leverages storage servers to create
storage spaces, our abstraction for a particular set of contributing
storage or compute resources. We run storage servers within con-
tainers to provide the necessary isolation and elasticity to harbor
compute and storage elements in harmony within the same sys-
tem. With this, each element enjoys isolated resources to avoid
contention and performance degradation. But at the same time,
they are managed equally within the system for improved synergy.
The isolation and transient model of storage servers has already
been exploited as a substrate for a multi-tenant storage solution
and to elastically scale storage resources on demand in a serverless
flavor [25, 27] (orthogonal to Glider). Like these projects, Glider
inherits from NodeKernel the view that transient data can be easily
regenerated in case of a server failure (§2.4). The same applies to
actions and their state. If needed, failure handling and consistency
mechanisms may be applied orthogonally (beyond this paper), such
as action checkpointing. If a stateful action interacts with other data,
checkpointing should also consider this dependency to correctly re-
store them (e.g., synchronizing persistence of both elements). Users
4Metadata servers may distribute their work by partitioning the namespaces, allowing
to scale the system if needed.
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Figure 2: Glider’s storage semantics.

may develop their actions with such mechanisms as required by
their applications in expense of performance.

Our design focuses on the integration of compute elements and
omits storage space management. We leave this topic for future
research. Ephemeral storage and compute elements have require-
ments that vary between applications. Also, a commercial service
must put limits to resource occupancy to effectively manage the
pool of resources. The service should thus determine the granular-
ity of storage spaces and the mechanisms to scale them through
evaluating a tradeoff between versatility and resource utilization.
Some decisions include configurable capacity, CPU time limitation,
or timeouts for storage spaces.

The action node type. From a high-level, logical view, actions
are a new node type in the storage semantics, implementing the
common interface. As such, they may be organized in the hierar-
chical namespace and access operations are done by obtaining I/O
streams to send and retrieve data. Figure 2 shows a view of Glider’s
storage semantics and this integration. Action nodes do not simply
store and then return the data like the other node types, but they
house an in-memory object (OOP) that may process the data with
arbitrary stateful logic. Each operation on an action node triggers
the execution of one of the object methods. E.g., an aggregation
during a write or an infinite data generation in a read.

Storage blocks for actions. For other node types, the metadata
server assigns them storage blocks in a chain as their attached data
grows. Actions, in contrast, represent computational entities. As
such, they operate on all their data in the same place and may not be
split into multiple storage blocks. Therefore, actions are allocated
in a single block.

The active storage server. Glider adds a new type of storage server:
the active storage server. Figure 3 draws Glider’s data management
architecture, including active servers. Like the others, active servers
are encapsulations of storage space. They register themselves with
the metadata servers and contribute blocks for a namespace. But
there are two key differences: (i) they are grouped into an active
storage class, and (ii) their storage blocks are, in fact, action slots.
The dedicated storage class allows the storage kernel to allocate
action nodes only on active servers. Action slots facilitate managing
the size of actions in terms of resources. Similar to other types of
storage servers that encapsulate a space for data (a range of bytes
in memory or disk), active servers encapsulate a dedicated set of
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Figure 3: Glider’s storage data management architecture.

resources (memory and compute power) for running actions. Thus,
the size of an active server and the number of slots it registers
determine the capacity and performance of its actions. Since the
performance requirements of actions depend on the application,
it is up to the developer to configure these properties; similar to
configuring function memory size in a FaaS platform.

Distributing actions. Action distribution across storage servers
is an interesting topic that opens lines of research on its own. Our
model does not define a concrete mechanism as they can be applied
to Glider orthogonally. The chosen method may depend on the
service resource management, or be open to the requirements of a
specific application. A service may put effort in co-locating actions
and other storage elements to exploit locality. But others may invest
in connecting remote storage spaces with a high-performance net-
work [24] to enable great performance evenwithout co-location and
increase elasticity. There is extensive work in the literature about
sophisticated scheduling mechanisms for storage and compute el-
ements with dependencies, e.g., gang scheduling [21], or affinity
languages [38], to name some. Following NodeKernel [42], we (§5)
distribute data and actions uniformly across available servers. Glider
embraces the same policy as Pocket [27] to avoid redistribution
when scaling the system. Since ephemeral data and actions in Glider
are short-lived, migrating them has high overhead. Instead, thanks
to their isolation, new storage spaces may be added freely and easily
removed when their ephemeral contents expire.

Accessing actions. Actions in Glider are storage elements at the
level of, e.g., files. This is very different from other computational
storage solutions [13, 30, 36] whose computations only intercept
accesses to other elements. From the outside, actions contain data
that may be accessed through I/O streams. Each stream opened to
an action, however, triggers the execution of one of its methods on
the server. The method handles the other end of the stream, so that
client and action may pass a flow of data.

Like with other node types, clients first contact a metadata server
to obtain the location of the action. Then, clients communicate di-
rectly with the corresponding storage server to perform operations.
Since actions only occupy a single block (an action slot), each client
only needs to contact the metadata server once.

The action I/O streams work similar to reading or writing data
in the other types. Long transfers are split into multiple chunks of
data, and each chunk is sent in a basic remote data operation. Glider

allows to perform these operations asynchronously for concurrent
processing and better network utilization.

In contrast with other storage servers, active servers feed the data
into the action object, instead of simply storing it. The goal is that
action methods also process an I/O stream. To achieve this, actions
run in execution threads decoupled from the network workers
and communicate with them through task queues. When a request
(basic operation) reaches the server, a network worker identifies
its type and destination and queues it as a data task for a specific
action. Each I/O stream has its own task queue that collects the
multiple data tasks performed on it. Action threads consume task
queues by running the appropriate action method. While the code
of the action method consumes or populates its stream, internally,
data tasks are processed and completed. The client decides when to
finalize the transfer by closing the stream on its side. This sends a
final request that closes the stream at the server side and ends the
method execution.

Actions and concurrency. As remote elements, multiple clients
may access actions concurrently. Since actions are stateful elements,
concurrent execution of their logic may result in unexpected behav-
ior due to uncontrolled modification of the action state. Therefore,
we need to define a concurrency model for actions that allows
programmers to easily reason about their execution.

Glider executes each action as if it were run by a single thread.
This means that, at any time, there is only one method being run on
each action. Multiple actions may freely execute concurrently. This
effectively eliminates unexpected state modifications. Furthermore,
it simplifies action development to avoid complex concurrency
issues. To achieve this, action threads obtain exclusive control of
an action object while running one of its methods.

There are special cases where an application may benefit from
multiple I/O operations running concurrently on the same action.
For instance, if we want multiple clients to read data from an action
at the same time, the default concurrency model will serialize the
operations from each client, holding the read from one of them until
the other one completes. To allow multiple clients to access actions
concurrently, Glider supports action interleaving. Interleaving may
be configured when creating the action. The concept is applied
similar to Orleans [10]. When activated, the execution of an action
method may yield control while it is waiting for more I/O tasks. In
such event, another action method may take control. Execution is
still guaranteed to be single threaded, but methods may take turns
in execution before their completion.

5 IMPLEMENTATION
Glider is implemented in about 3K SLOC in the Java language by
extending Apache Crail’s base implementation of the NodeKernel
architecture. It inherits Crail’s metadata plane, server management,
and basic node types. On top, Glider integrates storage actions
and all their features to resolve its targeted unique challenges. We
implement the new action node type and the new active server
type, modify the metadata servers to support the new elements,
and provide new client abstractions to access them.

Metadata servers in Glider include new structures to organize ac-
tion nodes in the storage hierarchy and the action slot management
logic, including the new active class. Action nodes are distributed
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across the active storage servers that joined that class. Like Crail,
we uniformly distribute actions and objects in the system with
a round-robin mechanism. Sophisticated action distribution and
resource management are beyond the scope of the paper (§4.2).

Our prototype active server implementation is based on the
DRAM-backed storage server in Crail. Instead of plainly storing
data in memory, it runs an action manager object that handles
the creation, execution, and deletion of action objects. The action
manager allocates slots for actions depending on configuration and
available resources, and it registers them on the metadata servers.

Active servers employ a pool of network threads that respond to
client calls. Create and delete requests do so on the corresponding
action object in memory. Data access methods are executed by
a separated pool of action threads. This allows to decouple the
execution of action methods from the individual data operations
that enable the stream I/O interface. Each method execution is
assigned an id and sequence number that are used to create a task
queue. Action threads consume these queues to run action methods.
The single-thread-like execution of action methods is achieved with
locks. Action threads take the action lock while running one of its
methods. For actions with interleaving, the lock is released when
the method is waiting for more data in its queue.

6 USING GLIDER
The interface of Glider provides simple abstractions with two goals:
1) actions are managed like other storage elements, and 2) they are
coded and deployed like functions in FaaS.

6.1 Application interface
Glider’s application interface, summarized in Table 1, extends the
one in Crail with new components to manage storage actions. The
top-level object in the interface is the StoreClient, that connects
to a specific namespace. Its methods allow to create, lookup, and
delete data nodes in the storage hierarchy. The identifier for nodes
is their path in the namespace, like a file system. When creating a
new node, a parameter (sc) allows to specify a preferred storage
class. Action nodes are always stored in an active class. Applications
receive proxy references to nodes to interact with them.

The action node proxy data type implements four basic prim-
itives. The create method instantiates an action object into the
node. This method requires a concrete action type definition (action
logic; §6.2). An optional parameter (il) toggles interleaving for that
action. The delete method removes the action object in the node.
This allows action finalization logic, to change the action definition
on an existing node, or to simply recreate it to clear its state. The
other two primitives allow to obtain I/O streams to transfer data.

It should be noted that all remote operations are asynchronous
and clients handle execution through future objects. This common
pattern integrates with modern software interfaces and allows to
efficiently handle call results or failures. It also allows the construc-
tion of buffered I/O streams, keep a data operation always in flight,
and not block the application on network access. Another imple-
mentation of direct streams gives the user full control of operations.

Table 1: Glider’s application programming interface.

Object Methods

Store create<T extends Node>(path, sc) → future(T )
Client creates a new data node of type T

lookup<T extends Node>(path)→ future(T )
finds an existing node at the given path

delete(path) → future(boolean)
deletes an existing node at the given path

Action create<T extends Action>(il) → future(boolean)
Node creates an action object of type T in this node

delete()→ future(boolean)
deletes the action object in this node

getInputStream() → InputStream
getOutputStream() → OutputStream

obtains a stream to read or write to this action
Action abstract onRead(outputStream)→ void
Object abstract onWrite(inputStream)→ void

abstract onCreate()→ void
abstract onDelete()→ void

6.2 Developing actions
To define the logic of actions, developers specialize the Action data
type (Action Object in Table 1). This interface defines four methods;
all of them optional and empty by default. onCreate and onDelete
run when the action node instantiates or removes the action object,
following the analogous method calls to the action node proxy.
They have no parameters and may be used to initialize and finalize
the action object. onRead and onWrite run for each I/O stream
that connects to the action through the dedicated proxy methods.
Both receive one parameter representing the corresponding I/O
stream. The onRead method receives a writeable stream that it
should populate with data as desired. The onWritemethod receives
a readable stream from which it may consume the data that is being
written to the action. Applications may use the object fields as
desired to keep a modest action state (e.g., a counter, a small key-
value table, a custom data type, or references to other storage nodes).
Conveniently, action objects get a store client, by default, to access
other storage nodes, including other actions, and construct data
processing patterns within the ephemeral store.

Programmers should make their action definitions available to
Glider before creating actions. To this end, programmers upload
a package containing their definitions, which is then provided to
active storage servers. Each action definition is registered with
a name. Applications may use this name when instantiating ac-
tion objects into storage nodes, as detailed in §6.1. This process
resembles function deployment in FaaS platforms.

6.3 Application example
Aggregations are one of the main use cases for storage actions. They
exploit the statefulness of actions to receive data from multiple
workers in a single computational element and reduce network
transfers. Moreover, thanks to the I/O streams, applications may
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store only the merged data (instead of intermediate results in full)
to keep storage utilization low.

We illustrate these cases with a word counting job. Figure 4
depicts a diagram of this workload on Glider and actions (right)
against a solution with FaaS and traditional storage (left). Work-
ers generate the counting for their part of the input text and split
it across the multiple reducers. The reducers then aggregate the
counts into a dictionary each, which may be used in a future com-
putation phase. For simplicity, the figure only shows one reducer
of the group. In the base solution (left), workers write the counts
in storage files. Each worker writes a file for each reducer. Each
reducer then reads their files, aggregates data, and writes a new file
for the next phase. With Glider (right), this lightweight aggregation
is done in storage actions. Workers write their counts directly to
actions. Each action merges them as they arrive and only stores
the aggregated data. A next computation stage may read this re-
sult directly from the action. If the application requires a single
dictionary, the results may be further combined in a reduction tree.
This is easy through concatenating actions, instead of requiring
additional workers and temporary files. In seldom cases that still
require resiliency (§4.2), the user may implement checkpointing to
recover failed actions or idempotence mechanisms to allow worker
retries. More complex mechanisms to maintain consistency across
multiple actions (such as transactions) could also be considered.

The definition of the merger action is shown in Listing 1 with
simplified Java code. This action contains an object field, a dictio-
nary, to save the aggregated data, which is initialized in the creation
method. The onWrite method processes the key-count pairs that
workers write into the action, combining them appropriately into
the local dictionary. Note that our application interface allows to
wrap the input stream with specialized readers, such as to obtain
a stream of lines. This code will run until the stream reaches an
end, meaning that the client has closed the operation. The onRead
method allows to read the aggregation result from the action. For
that, it serializes the local dictionary into the output stream. Note
that closing the stream finishes the operation and notifies the client.

This action benefits from interleaving to allow several workers
to write to the same action concurrently. In this case, an opera-
tion waiting for more text at line 10 may yield control to another
operation. This effectively optimizes network utilization.

1 public class MergeAction extends Action {
2 private Map <Integer , Long > result;
3
4 public void onCreate () {
5 result = new HashMap <>();
6 }
7
8 public void onWrite(InputStream input) {
9 Stream <String > lines = input.lines();
10 lines.forEach(line -> {
11 result.merge(
12 Integer.parseInt(line.split(",")[0]),
13 Long.parseLong(line.split(",")[1]),
14 (val , acc) -> val + acc);
15 });
16 }
17
18 public void onRead(OutputStream output) {
19 output.writeObject(result);
20 output.close();
21 }
22 }

Listing 1: Action definition to perform an aggregation.

7 EVALUATION
Goals and scope. The objective is to understand the benefits of

Glider for serverless data processing workloads. To this end, we
use the following key indicators: (i) the amount of data transferred
between compute (FaaS) and storage systems, (ii) the number of
data transfers between the systems, (iii) the temporary storage
utilization, and (iv) the overall application performance. Glider en-
joys storage features from Apache Crail and is compatible with
Pocket’s automatic scaling. These are orthogonal to our goals and
we do not evaluate them. Instead, we focus on Glider’s new con-
tributions to face data-shipping issues. Our evaluation campaign
starts by exploring the benefits of Glider in the above indicators for
different common patterns in serverless analytics (§7.1). Then, we
characterize actions with micro-benchmarks (§7.2) and finish with
two real-world workloads: a distributed sort (§7.3) and a genomics
variant calling pipeline (§7.4). Our baseline for comparison is the
state-of-the-art approach for serverless analytics, i.e., serverless
workers generate intermediate data that write and read from remote
storage throughout different computation stages. We follow the de-
scriptions of PyWren [22], the AWS Lambda MapReduce reference
architecture [3], and Pocket [27].

Setup. We use a cluster of servers driving two Intel® Xeon® CPU
E5-2690 @ 2.90GHz (16 physical cores) and 96 GiB of memory. The
network link is a 100 Gbps Mellanox Technologies ConnectX-5
MT27800. We run each storage server alone in a machine, meaning
that all communication between actions and other elements is
remote. All active servers have enough CPU to dedicate one core
to each action. Data servers are DRAM-backed. All experiments
require a single metadata server. We simulate serverless workers
(FaaS) as processes in another machine in the same cluster. The
genomics variant calling pipeline is fully evaluated on AWS Lambda
and up to 25 EC2 machines.

7.1 Benefits
Impact of actions on data movement. We evaluate this effect in

a common data processing pipeline where distributed workers
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Table 2: Data processing pipeline on 10 GiB with 10 workers.

Ingested Time (s) Throughput

Data-shipping 10 GiB 28.866 2.98 Gbps
Glider 25.7 MiB 10.813 7.94 Gbps
Glider (RDMA) 25.7 MiB 9.182 9.36 Gbps

(FaaS) need to ingest data from storage, but data needs to be parsed,
arranged, or pre-processed before the main computation.

In this situation, Glider’s opportunity for improvement consists
in offloading pre-processing to actions. Instead of reading the full
files, workers read from actions that act as proxies. With this ap-
proach, the communication betweenworkers and storage is reduced
to already prepared data, while actions achieve faster data access
thanks to near-data execution within the storage system.

We consider an example of word counting where text files need
to be filtered on a per line condition first. We run Glider’s approach
against the baseline with around 10 GiB of data (Wikipedia backup
files [45]) and 10 workers (1 GiB each). This experiment uses one
active server, and one data server (for files).

Table 2 summarizes the results. With actions, data transfer be-
tween workers and storage is reduced by 99.75%. This reduction
is key when the workers have limited network bandwidth (like in
FaaS) and data transfer contributes importantly to execution cost.

Impact of actions on storage accesses. We study this impact in a
situation where data generated by a set of workers (FaaS) must be
aggregated. The baseline approach uses another worker to perform
the reduction. This means that intermediate data must be stored in
full and then read back by the reduce worker.

Here, Glider’s opportunity for improvement consists in pushing
the reduction actions. This is possible since actions are stateful, and
it eliminates a stage in the compute tier with its extra storage con-
nections. Action will receive data concurrently (with interleaving)
from multiple workers while they perform the aggregation.

We illustrate this situation with a synthetic example. Workers
generate random numeric pairs (key, value) that they emit as strings.
The reducer adds the values for each key in an aggregated dictio-
nary. The generated keys are 1024 distinct integers, and the values
comprise the full range of a Java Long. Each worker generates 50M
pairs: just over 1 GiB of data when sent through network. This
experiment uses one active and one data servers.

Figure 5 presents the results for different numbers of workers.
Glider cuts storage accesses by half (50%). Indeed, instead of (1)
sending the intermediate data, (2) reading it in full again, to then (3)
write the result so it is (4) available for the next stage, actions require
a single connection to (1) send the data and the result becomes (2)
available for the next stage. Thanks to that, data movement is also
halved in this case (see Figure 5 right).

Impact of actions on storage utilization. The previous aggregation
also evidences the advantage of Glider in storage utilization. While
the baseline needs to save all generated data in storage (about
11 GiB with 10 workers), actions process the input stream as it is
generated, storing only the resulting dictionary (≈24 KiB). In this
case, storage utilization is reduced by approximately 99.8%.
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Figure 5: Reduce operation with Glider against a data-
shipping model. Left shows total time elapsed. Right shows
data transferred between application workers and storage.

Impact of actions on performance. The first example shows a 2.7×
performance boost and, in the second, Glider reduces execution
time by up to 27% with 5 workers. Several factors contribute to this
matter. First, less data ingestion directly affects total application run
time. We simulate them on a fast network, but serverless functions
have limited bandwidth and benefit even more from this matter.
Second, the elimination of computation stages (offloading them
to actions) reduces storage utilization and simplifies connections.
This also removes the need to transfer the full data back to the
compute tier and, hence, lowers data movement again with the
above benefits. Lastly, an important performance booster is the
ability to stream data between workers and actions. This type of
pattern is not possible between serverless functions, but it allows
actions to work in parallel with workers to speed up applications.

To illustrate the first point, consider the ingestion example (Ta-
ble 2). Since it runs in a setup where workers and storage are in
the same network, there is no difference to read files from workers
and actions. The boost seen is possible thanks to the parallelism
explained above: actions filter data at the same time that workers
count words. However, action integration within the storage sys-
tem allows them to exploit locality or use advanced technologies.
We demonstrate this with an RDMA-enabled high-performance
network. Actions exploit this technology, unavailable for serverless
workers, to speed up performance to 3.14×.

7.2 Micro-benchmarks
Action bandwidth. The objective is to assess the bandwidth to an

action against a base storage file. The extra logic necessary to run
arbitrary code on actions suggests a small penalty to be expected.

The experiment writes and reads 10 GiB to/from each data type
for varying operation sizes (buffer size). We use direct streams to
take full control of operations. To maximize network utilization,
asynchronous operations are done in batches to always keep data
transfers in flight without collapsing the network. We adjust the
batch size to achieve best performance on each configuration. Note
that operations with more than 1 MiB surpass block size and would
be split into smaller operations. Actions run empty methods.

The top of Figure 6 shows the average results. Actions do not
add overhead with respect to files. Read operations achieve at most
11% less bandwidth, while writes reach up to 12% higher bandwidth
since they do not require allocating new blocks as the data grows
and skip communication with the metadata server.
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Figure 6: Average access bandwidth to files and actions for
different buffer sizes and number of concurrent actions.

Action scale. We evaluate the capacity of actions to leverage
the full compute and network resources in their storage space.
We use the same setup of the previous experiment with 1 MiB
operations and replicate it up to 8 parallel actions. Each action still
transfers 10 GiB and is accessed by a dedicated client. The active
storage space runs 8 network threads to enable this parallelism and
bandwidth is computed globally for the aggregated result.

Figure 6 bottom shows the results. Running parallel actions im-
proves bandwidth but plateaus around 45 Gbps (which we identified
as the limit for TCP operations in the cluster). Similar results are
drawn from the same experiment assessing files. We conclude that
actions scale to the resources of their storage space.

7.3 Distributed sort
In this section, we evaluate Glider’s benefits in a real world appli-
cation. In particular, we study a distributed sort of data. Serverless
shuffle operations generate a lot of intermediate data and, conse-
quently, large data transfers (§2). Sorting is a severe example of
this, because the temporary data generated contains the full input
dataset [33, 37]. Since functions are stateless, each stage needs to
read and write everything, and with the resource limitations of
functions, this process becomes slow and expensive.

Our baseline is an implementation following the common ap-
proach [3, 22, 27]. To perform a sort, a set of workers compute
in two phases (map (P1) and reduce (P2)). The input dataset, the
intermediate data, and the resulting sorted data are saved in the
storage system as files (in data servers). The first stage reads the
input dataset and, using a sorting key, distributes the text between
the reducers. Each worker generates a file for each reducer (inter-
mediate data). In the second stage, reducers read back these files,
sort their content, and write the result again.

Glider improves this situation by pushing the reduce to storage.
This mechanism is similar to a scaled version of Figure 4. It presents
three clear advantages. First, an entire stage of workers is no longer
needed, which reduces the number of storage accesses. Second, with
less storage accesses, less data must be transferred in and out of the
storage system. And third, thanks to actions and the I/O streams,
part of the sorting is done in parallel to the first stage, without
waiting for the shuffle to finish. In detail, first-stage workers do not
write into files, but send the classified data to the actions. Note that
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Figure 7: Sort execution time with Glider against a data-
shipping approach. Each worker processes 1 GiB.

the process of writing is unchanged since actions and files share
the same interface. As actions receive data through a stream, they
parse and keep it in memory (P1). When all workers have finished,
the actions sort the data and write the result as new files (P2).

To explain these benefits, let us recount and compare the amount
of data movement in each approach. The baseline implementation
fully reads and writes the entire dataset to storage twice; accounting
for a data transfer of four times the size of the data. Glider only
reads and writes once, since it only employs one stage of workers
outside storage. In the second phase, actions do not read the data
(which is streamed to them by the workers) and write the result
from within the storage cluster. Therefore, data transfer is cut to
just twice the dataset size, for a 50% reduction in data movement.

For the experimental comparison, we use a randomly generated
dataset with 1 GiB partitions. We evaluate with up to 16 workers,
each of them reading a full partition (i.e., 16 workers sort 16 GiB).
Both phases use the same number of workers and actions. This
experiment uses two active and one data servers with uniform
action distribution.

Figure 7 presents the results. The solution with actions is always
faster than the baseline approach. In particular, Glider reduces run
time by 49.8% with 16 workers. The baseline keeps the map phase
time (P1) constant, but the reduction (P2) is slow due to shipping
intermediate data back from far storage. On the contrary, Glider
is slower during the first phase (P1) because it includes actions
parsing the data. However, the second phase (P2) is up to 71% faster
since actions avoid the extra data transfer.

7.4 Genomics variant calling
To complete the evaluation, we consider Glider’s targeted environ-
ment: a cloud deployment in collaboration with serverless functions.
We assess a distributed variant calling pipeline. Variant calling is a
genomics process to identify genetic variants through the alignment
of sequencing data to a reference genome. This allows to identify
where sequence reads differ from the reference and has many im-
portant uses in health research. Reference genomes are stored in
the FASTA format and are sized from some MiB to over 100 GiB. Se-
quencing reads are collected in the FASTQ format and can grow up
to several TiB. These sizes require a huge amount of data transfers
during computation, which rapidly become a problem in traditional
cluster computing and present important challenges in serverless
settings. It clearly manifests the issues of data-shipping.
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Figure 8: Diagram of the variant calling pipeline for a single
FASTA chunk 𝑖 with serverless functions and Glider.

We study a baseline solution following the Map-Reduce model
atop serverless functions and cloud object storage. The process
compares a FASTQ sequencing file against a reference FASTA file.
To scale, the FASTA and FASTQ files are split into 𝑎 and 𝑞 chunks re-
spectively. The process requires matching all FASTQ chunks against
all FASTA chunks, creating𝑚 = 𝑎𝑞 map tasks, each generating a
temporary file with the aligned reads. Due to chunking, these files
contain partial results that need aggregation. The aggregation sorts
and combines all intermediate files from a FASTA chunk into a file
with the variants called. This task may be scaled to 𝑟 reducers per
FASTA chunk. Hence, shuffling data is required. The resulting files
may be appended in order into a single final file.

The specific implementation runs on AWS. The left side of Fig-
ure 8 shows the process for one FASTA chunk. Mapper tasks are
modelled as AWS Lambda functions with input and output to Ama-
zon S3. We simplify the map computation (to only produce the inter-
mediate data) to focus on the data shuffle. Shuffling with serverless
functions is tricky [33, 37]. To tailor the number of reducers (𝑟 ) and
their data ranges to the size of the intermediate data, the baseline
uses S3 SELECT to first sample the files. This allows to explore the
tradeoff between parallelism and function memory utilization. The
reducer functions use S3 SELECT again to download only the parts
of the temporary files they need, achieving the data shuffle. This
avoids reducers ingesting data outside their range.

Glider presents an opportunity to improve the reduction stage.
The right side of Figure 8 shows the process for one FASTA chunk.
Instead of writing temporary files to S3 and requiring S3 SELECT to
read them multiple times for shuffling, mappers directly write their
output to Glider actions (Sampler Action). This first set of actions
sample the data as they receive it and store it on ephemeral files.
When the mapper functions finish, these actions quickly interact
with a manager action that computes the number of reducers and
their data ranges. Reduce functions connect with another set of
actions (Reader Action). These exploit near-data computation to
solve shuffling and provide reducers a single stream with the ranges
of data they need from the multiple temporary files.

With this approach, similar to S3 SELECT before, reducers only
ingest their range of data. However, it also adds the following
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Figure 9: Serverless genomics variant calling. Execution time
withGlider (G) against the baseline (B). Labels are𝑎×𝑞, 𝑟 show-
ing the number of chunks and reducers per FASTA chunk
with an approximate size of the temporary files.

benefits: (1) intermediate data is sent to a specialized ephemeral
store, faster than object storage; (2) intermediate files and actions
are in the same system for improved data access; (3) a single storage
request is enough to access multiple temporary files; (4) stateful
computation enables more flexible data processing than S3 SELECT
(limited to simple SQL SELECT queries on specific data formats);
and (5) computations are streamlined with data transfers thanks
to I/O streams, allowing parallelism between mappers and data
sampling and reducers and data shuffling. As an example, the last
two points allow to provide each reduce worker with a single sorted
data stream. On the contrary, the baseline solution needs to open
requests to multiple storage objects and sort their content in full as
part of the aggregation process.

We run this comparison with the Human Genome FASTA file
(3 GiB) and the SRR15068323 FASTQ file (5.25 GiB) [32]. These are
split into 𝑎 = 20 and 𝑞 = 35 chunks. Hence, the full experiment
runs𝑚 = 700 mappers. The intermediate files (about 32 GiB) are
shuffled to 𝑟 = 2 or 3 reducers per FASTA chunk (total of 47). We
run partial executions with a subset of the chunks to evaluate scale.
Map and reduce Lambda functions are configured with 2 GiB and
8 GiB respectively. Glider is deployed with one metadata server
(t3.xlarge), up to 4 data servers (r6i.large), and up to 20 active servers
(c5.12xlarge). Data and actions are uniformly distributed across
nodes in their tiers.

Figure 9 draws the results. Compared with the baseline, Glider
allows to avoid a full read of the intermediate data to perform
sampling. This minimizes storage accesses and eliminates 1/3 of the
intermediate data transfer. The baseline transfers the intermediate
data 3 times (mappers write, samplers read, and reducers read),
while Glider only twice (mappers and reducers). Consequently, our
solution with actions is always faster than the baseline. The plot
shows how this behavior is kept with scale. In particular, Glider
reduces execution time by 36% with the full data. The map stage is
slower with Glider since it includes data sampling at the actions.
However, this allows a much faster range distribution. Finally, the
reduce is also faster due to the benefits above, including lower
data ingestion to workers, a richer data processing on actions, and
streaming data transfer.
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8 RELATEDWORK
Data-shipping is a well-known problem in the serverless computing
model that creates heavy data transit, strains the network, and
often becomes a bottleneck [20, 23, 26, 41]. We highlight three main
approaches to tackle it (left to right in Figure 1): (A) optimized
disaggregation of compute and storage, (B) introduction of storage
within a FaaS platform or vice-versa, and (C) disaggregation with
task offloading. The three currently fall short to effectively solve it.

Optimized disaggregation. The first approach (a in Figure 1) ex-
ploits the fast elasticity of FaaS to obtain massive parallelism [3, 22].
However, huge intermediate data must be transferred between
functions through disaggregated storage. Commonly, cloud object
storage is chosen due to its high bandwidth. Nonetheless, it quickly
becomes a bottleneck in large data processing workloads [8, 20, 23].
Concerned by this, some works explore configuration optimizations
based on the amount of data [37] or combine multiple storage solu-
tions [33]. Others search for ways to achieve function to function
communication [12, 17], or share application state between func-
tions in remote memory [9, 25]. Pocket [27] focuses on improving
file-based access for serverless workers in an elastic multi-tenant
store. All these examples evidence the data-shipping issue and the
struggle of insufficient tools in the cloud. Despite the efforts, none of
these works confront the fundamental challenges of data-shipping:
reduce the amount of data being transferred during computation.

Unified systems. Several projects implement FaaS atop a stor-
age system or vice-versa (b in Figure 1). Their goal is to co-locate
computation and its data (caching it). One line of research opts to
modify the FaaS platform to co-locate related functions and allow
shared memory between them [2, 40]. Differently, some projects
implement a FaaS platform on top of a storage system [41, 47]. An-
other trend is to exploit existing serverless platforms to build cache
stores on the function resources themselves [31, 35, 43, 46]. All these
projects fully couple storage and computation in shared resources,
which has been discouraged in the past [11, 36]. In particular, this
approach creates interferences between the storage and compute
features. Managing the scale of both components jointly is usually
inefficient for one, or both, of them. Consequently, computation
cannot scale freely like it usually does in dedicated FaaS platforms
and their storage capacity is very limited, which is unfitting for
large intermediate data.

Computation-enabled storage. For distributed storage systems,
close to the data computation has been studied as active storage [34].
Active storage [7, 19, 30] uses computing resources in the stor-
age system to enable analytics frameworks (e.g., Apache Spark)
to offload operations on them (c in Figure 1). Accessing storage
elements triggers the execution of simple stateless interceptions
that may transform data in-line. These works demonstrate huge
data transfer savings between compute and storage tiers and an
effective way to counteract data-shipping in cluster computing.
In the cloud, a multi-tenant setting, data access and management
follows different methods than in clusters and resource contention
becomes an important issue for active storage [11, 36]. Amazon S3
SELECT [6] controls this with predefined operations (simple SQL
SELECT queries), but it becomes too limited in versatility for many
applications (§7.4). As a solution, Zion [36] proposes an architecture

with an active storage layer correctly isolated from the storage re-
sources that intercepts data accesses with user-provided functions.
Yet, it is limited to stateless interception of the data path. Similarly,
S3 Object Lambda [4] creates an alternative S3 endpoint that inter-
cepts all object accesses with AWS Lambda functions. However, it
cannot be considered near-data computation since it runs on the
usual Lambda resources and not within the storage service. It, thus,
follows approach a and suffers from far data transfers [39].

Actions and actors. Glider actions resemble actors [10, 28] in their
execution and concurrency models, but with significant differences.
Actors are typically durable, event/message-based entities, while
actions are designed to handle large temporary data transfers with
I/O streams. Azure Durable Entities [29] offers actors (with limita-
tions) as a serverless service. Flink StateFun [15] similarly creates
stateful entities. These solutions still require large data movement
between compute and storage since they persist actor state in a
remote store that is fed to them between activations.

9 CONCLUSION
We introduce Glider, a cloud storage service model addressing the
data-shipping problem in serverless analytics. Its primary contri-
bution lies in the integration of ephemeral near-data computation
within a storage service specifically designed to collaborate with
existing FaaS platforms. As far as our knowledge goes, Glider is the
first solution to incorporate stateful ephemeral computation into
ephemeral storage, tailored for intermediate data. The main objec-
tive is to minimize the amount of data transferred between compute
and storage systems, thereby optimizing the connections between
various stages of serverless functions. To achieve this, Glider intro-
duces storage actions as named storage elements within the storage
namespace. They do not only encapsulate stateful computation but
also provide I/O streams to efficiently handle large volumes of data.

Our evaluation demonstrates the benefits of Glider. Specifically,
we showcase substantial reductions in data transfers between the
compute and storage tiers, reaching up to 99.75%. Moreover, Glider
promotes efficient data flow, resulting in decreased intermediate
data volume and storage space utilization up to 99.8% in certain
scenarios. Collectively, these improvements effectively enhance
application performance. For example, a distributed sort operation
on 16 GiB becomes 49.8% faster, and an intensive serverless vari-
ant calling process with over 700 serverless functions improves
execution time by up to 40%.

Therefore, serverless stateful near-data computation proves to
be an asset in enhancing the programmability and performance of
cloud applications, benefiting both cloud platforms and their users.
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